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When I think of the little children learning
In all the schools of the world,
Learning in Danish, learning in Japanese
That two and two are four, and where the rivers of the world
Rise, and the names of the mountains and the principal cities,
My heart breaks.
Come up, children! Toss your little stones gaily
On the great cairn of Knowledge!
(Where lies what Eculid knew, a little grey stone,
What Plato, what Pascal, what Galileo:
Little grey stones, little grey stones on a cairn.)
Tell me, what is the name of the highest mountain?
Name me a crater of fire! a peak of snow!
Name me the mountains on the moon!
But the name of the mountain that you climb all day,
Ask not your teacher that.

-- Edna St Vincent Millay

The Cairn.



Family Resemblances… 

Good thinking is good thinking



…at every level…

https://www.youtube.com/watch?v=gPUbqJUD90I
https://www.youtube.com/watch?v=gPUbqJUD90I
2nd_Math_Event-YouTube.mp4
2nd_Math_Event-YouTube.mp4


Action on Objects Teaching Cycle…

http://www.txfacultycollaboratives.org/mathematics/resources/grant-products/jackie-sack?bcpid=1594664360001&bckey=AQ~~,AAABI-FahOk~,LppDhipNuqYh9pBxP5pBFX7MVnSZhW1a&bclid=1594720716001&bctid=1762231295001
http://www.txfacultycollaboratives.org/mathematics/resources/grant-products/jackie-sack?bcpid=1594664360001&bckey=AQ~~,AAABI-FahOk~,LppDhipNuqYh9pBxP5pBFX7MVnSZhW1a&bclid=1594720716001&bctid=1762231295001


I am always right…  

maybe you are too… 

MATHS comedy.mp4


Do you care enough to argue about it?

Argument Clinic - Monty Python's The Flying Circus.mp4
Argument Clinic - Monty Python's The Flying Circus.mp4


single statements,

topics requiring supporting argument, 

NOT questions

Claims are…

What 
are the 
claims 
here?



Grounds for Claims…



A sample argument …



Steps in generating an argument…



How did you respond to this argument?  



The Survey Sez….

Should Zombies have rights??

YES NO UNSURE I AM A ZOMBIE



Warrants

RIGHTS FOR ZOMBIES! NO RIGHTS FOR ZOMBIES!

zombies, to some extent, act like regular people in society. So, if they are 

acting like regular humans, then why shouldn't they have rights? Zombies 

are only a little ugly.

The zombies are NOT humans, they are simply viruses that are taking 

the human body as a home. ..Rights should be served when any person, 

animal, thing or zombie is in their right senses, but zombies do not think 

with reason, they are not innocent.

if we do give them rights it wouldn't affect us regular humans they will 

have to go to the same process as us if they do anything bad. They still 

have some brain activity and can move just like us they might not be 

as intelligent as us but they still deserve rights.

zombies should not have rights since they are no longer living and 

should not live among living humans. They are not intelligent enough and 

are a threat to society.

we should give some rights to a certain extent because if they start 

acting up or getting out of hand we can stop that from escalating. Just like 

how a human would get thrown into jail for assaulting someone then we 

should have some kind of punishment if that get out of hand.

if zombies are given rights they would have to be free to roam where 

they please and that could only mean always looking over your 

shoulder.It would not be a safe enviroment and zombies serveno purpose 

but be a threat.

zombies are probably great people.We only know that they wants brains 

and all based on movies and video games and my question is, what if 

they're just wanting to talk to us? What if they're just wanting to see 

their loved ones? I believe that stereotypes discrimination is wrong 

and truly, I believe that they're just natural. Equality for all individuals am I 

right? Why shouldn't they have rights?

Zombies should not have rights because they bring harm to humans... 

Although they were once humans they are far from the normal acts of 

humans because of mental state, diet of human flesh, and the changing of 

humans to zombies... Changing a human to a zombie is a change from 

living to dead, which is murder. And people who murder others shouldn't 

have rights. 



Types of Justifications – Expanded

Commonplace Authority Reason Experience

Knowledge Based Evaluation.pdf
AERA 1992 - How do they know.pdf


…and the major question is still…

Which type of 

justification…

… would convince my audience?

Commonplace Authority Reason Experience



Commonplaces



Commonplaces

• The notion of a commonplace has its origin in the oral histories 

passed down from pre-historic societies contain literary aspects, 

characters, or settings that appear again and again in stories from 

ancient civilizations, religious texts, and even more modern 

stories.

• A commonplace in argumentation is an aspect of culture, or 

universally accepted understanding, that can be used as a warrant 

to a claim.



Authority



I generally trust my dentist, but…



…or at least a 

laboratory result!



Authority

• A logically valid argument from authority grounds a claim in the 

beliefs of one or more authoritative source(s), whose opinions 

are likely to be true on the relevant issue. Note:  it is likely to be 

true, rather than necessarily true. 

• As such, an argument from authority can only strongly suggest 

what is true -- not prove it.

• A logically fallacious argument from authority grounds a claim in 

the beliefs of a source that is not authoritative. 

• (Often, this is called an appeal to authority, rather than 

argument from authority.)



The Illusion of Authority:

The Dunning-Kruger Effect.

John Cleese on Stupidity.mp4


The trouble with the world

is that the stupid are cocksure

and the intelligent are full of 

doubt.

— Bertrand Russell

Often interpreted as saying…



Reason



 At five-foot-six and 270 pounds, the bank robber was 
impossible to miss. On April 19, 1995, he hit two Pittsburgh 
banks in broad daylight. Security cameras picked up good 
images of his face — he wore no mask — and showed him 
holding a gun to the teller. Police made sure the footage was 
broadcast on the local eleven o’clock news. A tip came in 
within minutes, and just after midnight, the police were 
knocking on the suspect’s door in McKeesport. Identified as 
McArthur Wheeler, he was incredulous. “But I wore the juice,” 
he said.

An example of when REASON fails…



 Wheeler told police he rubbed lemon juice on his face to make 

it invisible to security cameras. Detectives concluded he was 

not delusional, not on drugs — just incredibly mistaken.

An example of when REASON fails…



 Wheeler knew that lemon juice is used as an invisible ink. 

Logically, then, lemon juice would make his face invisible to 

cameras. He tested this out before the heists, putting juice on 

his face and snapping a selfie with a Polaroid camera. There was 

no face in the photo! (Police never figured that out. Most likely 

Wheeler was no more competent as a photographer than he 

was as a bank robber.) Wheeler reported one problem with his 

scheme: The lemon juice stung his eyes so badly that he could 

barely see.

An example of when REASON fails…



 Wheeler went to jail and into the annals of the world’s 

dumbest criminals. It was such a feature, in the 1996 World 

Almanac, that brought Wheeler’s story to the attention of 

David Dunning, who saw in this tale that those most lacking in 

knowledge and skills are least able to appreciate that lack. This 

observation would eventually become known as the 

Dunning-Kruger effect we mentioned earlier.

An example of when REASON fails…



Reason – Part One

• Reasons are statements that support a given claim, making a 

claim more than a mere assertion. Reasons are statements in an 

argument that pass two tests. First, reasons are answers to the 

hypothetical challenge: “Why do you say that?” or “What 

justifications can you give me to believe that?” If a claim about 

liberal arts education is challenged, a reasoned response could 

be: “It teaches students to think independently.” Reasons can be 

linked—most often, not explicitly—to claims with the word 

"because."



• In and off themselves, reasons are generally never enough to 

win an argument.  You need to show your readers specific 

evidence supporting your reasons.  

• The details you provide are what will make your reasons 

relevant. 

• Try to include concrete evidence you will include to illustrate 

and explain your reasoning such as facts, statistics, stories, etc.

Reason – Part Two



Experience



 Personal truths which arise from personal experience are 
weaker than empirical truths, for no matter how many people 
claim to have the same personal truths, if it’s not verifiable, it 
lacks the ability to be tested or repeated. 

 Since the brain interprets all we see, feel and react to, if the 
brain is thinking in a certain way during an experience, the way 
we perceive the experience may be altered. However, the 
happenings which led to the experience remain unaltered. No 
matter how real an experience might seem to you, if it never 
happened, it remains never having happened.

Experience



Argument errors selected from…

https://bookofbadarguments.com/
https://bookofbadarguments.com/


Ranking of the WORST offenders…
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What makes these so bad?



Authority



Fear



Ignorance



Equivocation



Ad Hominem



Hypocrisy



Consequences



False Dilemma



No True Scotsman



Association



Band Wagon



Straw Man



Why COMMENSENSE and experience fails …



We agree with people who think like us…

• If we agree with someone’s beliefs, 

we’re more likely to be friends with 

them. While this makes sense, it 

means that we subconsciously 

begin to ignore or dismiss anything 

that threatens our world views, 

since we surround ourselves with 

people and information that 

confirm what we already think.



We confuse selection factors with effects…

Professional swimmers don’t have perfect bodies 

because they train extensively. Rather, they are 

good swimmers because of their physiques. How 

their bodies are designed is a factor for selection 

and not the result of their activities.

• The “swimmer’s body illusion” 

occurs when we confuse 

selection factors with 

results. Another good 

example is top performing 

universities: are they actually 

the best schools, or do they 

choose the best students, who 

do well regardless of the 

school’s influence?



We are bad at predicting the odds…

• … and yes, we 

ARE bad at 

applying basic 

probability as 

well…



We worry about what is already lost…

• The term sunk cost refers to 

any cost (not just monetary, 

but also time and effort) that 

has been paid already and 

cannot be recovered. 

• So, a payment of time or 

money that’s gone forever, 

basically.

• The sunk cost fallacy plays on a 

human tendency to emphasize 

loss over gain.



We make bad comparison choices…

• The anchoring effect: we 

tend to focus on a 

particular value and 

compare it to our other 

options, seeing the 

difference between values 

rather than the value of 

each option itself.



We rationalize what we have already done…

• How many times have you returned from 

a shopping trip only to be less than 

satisfied with your purchase decisions and 

started rationalizing them to yourself? 

• We are good at convincing badly thought-

out purchases are necessary after all. This 

is known as post-purchase 

rationalization or Buyer’s 

Stockholm Syndrome.



We believe memories more than facts…

• My memory is getting 

better every year.

• I used to be able to 

remember everything that 

ever happened to me.

• Now, I can remember it 

whether it happened or 

not.



We rely on stereotypes more than we realize…

• The human mind is 

so wedded to 

stereotypes and so 

distracted by vivid 

descriptions that it 

will seize upon 

them, even when 

they defy logic, 

rather than upon 

truly relevant facts.



Carl Sagan’s Baloney Detection Kit!



So, what do we do?

• The lesson here? Whenever possible, look at the facts. 

Examine the data. Don’t base a factual decision on your 

gut instinct without at least exploring the data objectively 

first.



A student posed problem: Internet arguments



Graham’s Heirarchy of Internet  Argumentation



Small Group Discussions.

During your group discussions remember…



 Identify a community need that you care enough about to have 

an “argument” over.

 Give an example of what type of evidence would convince 

someone else to care as well from the perspective of:

 Commonplace

 Authority

 Reasoning

 Experience

Try out your reasoning for

Argument One in your small groups.



A final argument…

Am I 

Batman?



One “authority” stated…



…this claim, however, was quickly countered…



..which raised even more claims…



…which were in turn countered…



… countered…  



…and countered again!



Arguments were put forward…



…supporting one warrant or another…



… based on a wide variety of evidence… 



…some were more intriguing than others…



…while others were clearly delusional...



… simple wish fulfillment …



… hypothetical …



… non-factual … 



… or not intended seriously. 



Unfortunately, many did not understand the 

argument at all…



Which lead to ungrounded conclusions...



Sometimes these conclusions resulted in planned 

action…



Today’s argument, however, is simple…

Am I 

Batman?



… or, am I not…



Am I Batman?  The argument is simple:



What do you think?  And WHY!

• Remember, even I will “lie” for educational purposes.

• As such, an argument from authority can only strongly suggest 

what is true -- not prove it.

• Prepare a response to this identity crisis making direct 

reference to each of the CARE components of argument 

developed in class to date.



… soooo … 
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ABSTRACT 


Sternberg (1984a, 1984b) defines consequential knowledge as deciding what information is 


important to learn and then incorporating that information into an already existing knowledge base. Yet, 


in looking at the elementary educational experiences of students in mathematics Davis (1975), Erlwanger 


(1973), and more recently Peck, Jencks, and Connell (1989) identified the focus as being upon 


memorizing facts and rules and not in making sense of the subject. This has come to have a profound 


impact upon the sense-making efforts of children, their perceptions of what mathematics is, in what their 


roles should be in learning mathematics, and what their teachers roles should be in teaching mathematics. 


Peck, Jencks and Connell (1985) suggest these difficulties in elementary mathematics originate 


in a rote teaching methodology where students use procedures in isolation, sidestepping the development 


of a referent base. This results in problems being viewed by the student as always having unique, 


specific answers which are wholly determined not by the logic of the problem but by the answer book, a 


neighbor, or a teacher. Peck and Connell (199 1) suggest that even when clearly identifiable student 


conceptual change occurs, it has limited effect due to interference from previously acquired mental 


structures. Newly acquired information appeared to serve in a superordinate capacity with previously 


learned procedures or concepts being automatically applied - bugs and all. 


This paper draws together these and other findings from prior research in an effort to create a 


learning model designed in the cognitive-consthictivist tradition. This model is then developed, a 


potential teaching/learning process consistent with the model is developed, and an application example 


showing the impact of this process upon classroom student is provided. 







INTRODUCTION 


Ceci and McNellis' (April, 1987) suggest that knowledge, beliefs, and cognitive processing are 


inseparably linked. They develop symbiotically in very much a chicken-and-egg fashion. Cognitive 


processes such as encoding, memory-recall, inferencing, and problem solving require a knowledge base 


upon which to operate. This knowledge base, in turn, develops through the operation of cognitive 


processes which are directly affected by meta-cognitive considerations such as belief, idealization of task, 


and perception of progress. Any look at human mathematical abilities should reflect the dynamic nature 


of such a system. Before looking at mathematics in particular, let us look at knowledge in general and 


how we might claim to understand. 


Although cognitive and meta-cognitive science is a new field, we may turn to a much older 


tradition for help in our initial efforts. For over 2,000 years philosophers have examined the nature of 


knowledge in the branch of philosophy known as epistimology. Traditionally epistimologists have 


viewed knowledge as consisting of justified, true beliefs. Logical arguments then designed to focus 


attention upon one or more of these elements. Should we choose to follow this lead and think of 


knowledge as consisting of such justified, true, beliefs then issues concerning the nature of what is to be 


justified, what is meant by truth, and how we believe play increasingly important roles. 


The first step in this regard is to distinguish the knower from that which is to be known. There 


are at least two basic attributes to any learning experience: that which is to be learned, generally external 


to the individual; and the learner. Lest we get lost in meta-physics, Feibleman (1976) offers a useful 


approach to use in examining this goal with metaphysical attributes approached not as abstract structures, 


but rather as they would appear to an actual knower. 


Let us look at a representative attempt to gain or verify knowledge within a given field in the 


external world from this perspective. Through sensory processes portions of the external world are 


experienced together with concurrently discernable attributes. Should we attend to the experiences 


invoked by a field, related experiences are subsequently retrieved together with remembered events and 


previously successful schemas. These form a network of relations within which to utilize these 







perceptions. For convenience, this process may be divided into two parts. The first, an unconscious 


awareness of the immediate individual experience within the field; the second, a growing consciousness 


and cogitation concerning the observed events and how this experience relates to the observations. 


Approaching this from the standard definition of knowledge it can be argued that, to the extent 


knowledge requires belief, one must be aware of an experience before it can be believed and thus known. 


This has severe implications for a view of knowledge, however. By the time an experience crosses the 


awareness threshold, Minsky (1986), it has been colored by myriad unconscious processes. 


A further complication lies in multiple recursive uses of sensory data over time for differing 


purposes, a characteristic which seems to be shared by human physiology as well as psychology (Kolb & 


Whishaw, 1985; Bloom, Lazerson, & Hofstadter, 1985). These findings lead one to question whether a 


single belief or belief system could offer sufficient grounds for justification. This skepticism is 


strengthened when one investigates the extent which perceived knowledge is a function of expertise and 


the mapping of this perceived knowledge into real world experiences. There is a clear trend in the 


literature indicating that experts organize their efforts differently than novices. Chi (1981, 1985), 


Schoenfeld (1983) and others have pointed out that there are clear differences concerning what self-


reports declare field knowledge consists of when one speaks with novices and experts within a field. A 


large portion of this difference is due to the presence of links and multiple instantiations of field specific 


data through application which comes with the development of expertise. As expertise in an area is 


acquired the nature of the links becomes more complex. Yet, research seems to indicate that the 


experiences and supporting concepts forming the basis of evidence differ as a function of expertise and 


sophistication in field knowledge. 


What counts as knowledge is clearly contextualized in this case. As an example of this, O'Brien 


(1974) describes children's thinking as being atomistic in nature. By this he means that they have the 


view that the things, events, and ideas or experience are unrelated to one another. Knowledge becomes 


of a network of experiences interacting with current goals and sensory experiences. These experiences, 


irregardless of coherence, compete with one another for belief and justification, with justification itself a 


function of the field and the individuals perceived progress within the domain. 







DEVELOPMENT OF A LEARNING MODEL 


How might this epistemic information help us in developing a model of learning? First, it 


provides a background within which to view varied cognitive and meta-cognitive findings. Secondly, it 


gives us a broad picture of the nature of interactions which a learning model should possess. 


The first level of the model (Figure 1) separates the individual learner from that which is to be 


known. This separates the physical and metaphysical attributes of the external world from the internal 


cognitive and meta-cognitive attributes of the individual learner. 


INSERT FIGURE ONE ABOUT HERE 


Taking a cue from Case's ongoing research with the evolving role of Short Term Storage Space 


(STSS) (Case, Kurland, Daneman, and Goldberg, 1982; Case, 1984), Osborne and Wittrock's Generative 


Learning Model (1983), and Davis' discussion of workbench memory partitioning (1984). The next 


development in the model (Figure 2) divides human cognition along an interesting dichotomy: 


tremendous storage capability with severely limited attentional resources. Long term memory is viewed 


as containing different types of memory units such as images, propositions, sensory impressions, 


intellectual skills, and rules for action. Working memory functions along a frame retrieval model and is 


partitioned into sections, as in the Davis and Case model, with the partitioning subject to change with 


development. 


INSERT FIGURE TWO ABOUT HERE 


It is important to acknowledge that no matter how experience the learner might possess, there 


will always be more to be known than that which is already known. (This can be shown from the 







following argument: the real world, if it exists at all, will always contain more than the individual since it 


contains the individual as a subset.) 


As was suggested earlier, we gain knowledge of the external world through our senses - either 


directly or as aided by devices such as rulers, microscopes, telescopes, cyclotrons, etc., which in turn are 


percieved by our senses. To the extent that our these devices and our senses accurately reflect the real 


world we may gain accurate knowledge. 


INSERT FIGURE THREE ABOUT HERE 


All of our sensory information is not available for our use, however. In their 1980 text Nisbett 


and Ross identify several additional fundemental screens which are often imposed by individuals. We 


may attend to some areas of the real world while ignoring others. Our thoughts may stray to other past 


events. We may stop paying attention to additional evidence once a tentative theory has been reached. 


We often tend to forget the degree to which our cognitive acts are governed by our expectations 


and our beliefs. To help recapture the feeling of power which accompanies an intuitive belief consider 


the following example from Hewitt (1983). 


..extend your left hand upward full length, and your right hand halfway between your 
left hand and your eyes. Judge the relative sizes of your hands. Aren't they about the 
same size? What happened to the inverse square law? The image of the closer hand 
covers four times the area on your retina, yet your belief that your hands are the same 
size is so strong that your mind shows them to be about equally sized. You can check 
this if you look with one eye and compare the relative sizes of your hands against a 
reference in the background. pp. 308. 


Lester and Garofalo (1985, 1987) have postulated that an individuals failure to solve a problem 


when the individual possesses the necessary knowledge; where knowledge refers to both formal and 


informal mathematical knowledge, knowledge of heuristics, and knowledge of contextual information; 


stems from the presence of non-cognitive and metacognitive factors that inhibit the appropriate 







utilization of one or more pieces of necessary knowledge. The factors defined by Lester and Garofalo 


include: affects, beliefs, control, and socio-cultural conditions. 


Of particular interest from a mathematical perspective Jencks, Peck, and Chatterley (1980), 


Peck, Jencks, and Connell (1985), Peck, Jencks, and Connell (1989), and Peck and Jencks (1979) 


describe commonly held student beliefs. Most notably students had no meaningful referents for the 


symbols and rules they were using. In addition, they were convinced that their teachers had taught them 


their (incorrect) methods. 


In short, in addition to the limitations imposed by our sensory bandwidths, our view of reality is 


filtered by past experiences, percieved successes or failures, habits of attention, and the actions we may 


take. 


INSERT FIGURE FOUR ABOUT HERE 


A fundamental assumption is that the brain is not a passive consumer of information (Kolb and 


Whishaw, 1985). Rather, the brain actively constructs meanings and uses these meaning to justify further 


inferences. This is done through an interaction of stored memories, the perceived task, and the incoming 


sensory information, while attending to some information and selectively ignoring other data sources 


Figure 4). The stored memories and information processing strategies of the brain interact with the 


sensory information received from the environment to actively select and attend to the information and to 


actively construct meaning. Cobb (April, 1987) goes as far as to describe knowledge as being based upon 


knowledge-in-action. This type of knowledge construction is active, often finding the meaning in the 


activity itself. These findings are reflected in McCloskey (1983) where it is likewise suggested that the 


mind of today's student is not empty. It is a jungle of ideas about nature. 


INSERT FIGURE FIVE ABOUT HERE 







The next two figures finish the development of the model. The processing of Long Term 


memory is partitioned into two types of activities: a mostly passive (automatic) storage operation and a 


more active (subject to conscious control) retrieval operation (Figure 6), possible linkages and 


interactions among the components are sketched in and the circle is completed in (Figure 7) with actions 


of the individual, based upon ongoing constructions of meaning, effecting the real world and in turn 


effecting future efforts at understanding. 


INSERT FIGURE SIX ABOUT HERE 


INSERT FIGURE SEVEN ABOUT HERE 


A feel for the operation of the model can be gathered form this example, one experiences a real 


world situation leading to the construction of a problematic, this leads to the retrieval and execution of a 


procedure; the execution of the procedure yields a modified visual input, which leads to the retrieval and 


execution of the next segment of procedures and so on. With experience multiple sequences become 


developed into holistic entities which can be contemplated without the necessity to go through in a step 


wise fashion as evidenced by the well-documented chunking phenomena. In this model, in order for 


understanding to take place the learner must be an active participant in constructing meaning. To fully 


comprehend, each individual must invent a model, an assimilation paradigm if you will, that organizes 


the information selected from the experience in a manner that fits our unique experiences and perceptions 


of the situation. 


An implication of this model is that one does not come to a full understanding from any single 


experience. Noddings (1986) observes that proponents of various cognitive processing models get their 







problem spaces and representations from the finished solutions and then seek a reasonable approach 


toward its reconstruction. A stymied thinker is not allowed this option, however. They must build up a 


space that contains noise and junk before they can select items for representation. Ideas develop and may 


be described at intermediate levels of development. Even in individual problems there may be a need to 


try out ideas and cluster them before deciding on an algorithmic solution. 


Full understanding comes after selective attention to that experience, attention which is 


influenced and directed by previous experiences and habits of thinking. This selective attention results in 


selective perception in which the events we experience are viewed from within a preexistent mental 


framework which influences the sensory information available. To construct meaning from this sensory 


information, it is necessary to generate links to and among what are perceived to be relevant aspects of 


information in Long Term Memory. 


IMPLICATIONS FOR INSTRUCTION 


An immediate implication of this model of learning is the need for problems leading later 


mathematical abstractions to initially come from the real world experience of the child and to be firmly 


anchored in actual experience. These experiences must lead to the creation of a commonly defined 


problem space within which the problem exists Mayer (1983). For a problem to accomplish this within 


this framework, it is important that the solution not be obviousand relatively open ended. When multiple 


'right' answers are present it requires a re-examination and evaluation of the solution process to verify 


each result. 	Problems are only effective when they are at an appropriate level for the child. Should 


problems be given which are too hard or too easy there can be either no growth, or trivial growth. 


Finally, a good problem will have a tendency to generate other problems. 


To facilitate this goal the problems which must be developed should reveal the central concerns 


of curriculum through the usage of ordinary elements familiar to the child. This allows problem solving 


episodes to be made less artificial and more easily mappable into an internal structure in the mind of the 


child (Case, 1984). Gains from a motivational standpoint are also made by relating problem solving to 


the natural curiosity of the child concerning the immediate world and tying in with the ongoing 







experience of the child. Growth in this learning model consists of internalizing events into a storage 


system, or conceptual structure, that corresponds to the real world. In the problem situations designed to 


accomplish this goal it is important that we attempt to provide experience in aspects of logical thought. 


To be successful we must establish in the child's mind the problem situation and a individually useful 


representation of the desired end state. 


Manipulatives are carefully selected to serve as tools to internalize the concepts and ideas of the 


real world. It is apparent that these manipulative referents play a pivotal role in the conceptual 


development of the child. Because of the prime role these materials play great care must be taken to 


provide referents lending themselves to as many different structuring techniques and problem solving 


applications as possible. The more elementary a course and the younger its students, the more care which 


must be used in this selection. 


One method of internalizing the experiences and creation of abstractions and linkages among 


abstractions proceeds from initial use of manipulative items through four transitional problem types. 


These problem types are closely interlinked and are designed to aid in internalizing the problem situation 


reflected in the real world into an internal structure for use by the student. In their useage these problem 


types roughly parallel, and support, the development from manipulation of real world objects to 


abstraction. 


In the presentation of these problem types it is helpful to observe two trends which occur as 


children gather experience in problem solving. The first trend is that they become more nearly 


exhaustive in their processing of information presented in the problem, and consider all or almost all of 


the information presented (Sternberg, 1984a, 1984b). The second trend is that they spend relatively more 


time in planning how to go about solving a problem, and less time in actually solving it (Chi and Glaser, 


1985). This suggest that in skilled problem solvers more time is spent in higher order structural 


processing, and less time on lower order processing. In order for this increase in processing efficiency to 


be accomplished, however, the lower order structures need to be firmly in place. 







Consider one approach toward enabling such student construction of meaning in which four 


problem types involving the use of manipulatives, sketches, visual imagery, and abstraction are presented 


in three phases requiring memory/recall, instructor posed problems, and self posed problems. 


The inital phase consists of committing to memory the symbolism of the referent and assorted 


terms with which it may be labeled. In a very real sense we are providing a common 'language' which 


can be used by both students and teachers to talk about problem situations at this point. In terminology, 


every effort should be made to keep terms to a minimum with essential terms in the natural language of 


the child. It is of prime importance that the language be clearly presented, defined, and understood. It is 


equally important that the child is comfortable with the symbolism being suggested. When initially 


presented at the physical object level it is often possible to tie in sketches to reinforce terminology. In 


general, the earlier such a tie in to a recording scheme can be made, the more successful will be the 


approach. 


Once the teacher is sure that the basic terminology and symbolism is clear to the students the 


second phase of instructor pose problems is entered. Provided the students have been properly prepared, 


the instructor should now try to pose problems which relate to the referent provided and lead to 


internalization of the concepts presented in the problem situation. There is great peril, as well as great 


potential, for the teacher in this phase of problem solving. Teachers often tend to provide too much 


guidance and instruction in their presentation of problems to the students. 


If a great deal of explanation is required prior to problem solving, perhaps the referent selected 


is not appropriate. When the referent has been chosen properly the teacher can easily suggest problems 


to the students. These problems have the added virtue of being able to be solved by the student's useage 


of the referent itself. In these cases, the referent itself becomes the gauge of correctness of the child's 


work. The teacher must still correct the student, it is true; but only in a manner that will enable the 


learner to assume ownership of correctness. This ownership is assumed by the student's reliance upon 


and use of the structures created through use of the referent. If the teacher, a peer, the textbook, or any 


other source becomes the source of correctness the purpose of the entire approach is defeated (Peck, 


Jencks, & Connell, 1985). 







It is unfortunate that in many classrooms the instruction cycle is complete with the teacher's 


presentation of sample problem types. If we are to be successful in teaching problem solving, we must 


allow the students to pose problems. Bruner puts this very well when he states 


A body of knowledge, enshrined in a university faculty and embodied in a series of 
authoritative volumes, is the result of much intellectual activity. To instruct someone 
in these disciplines is not a matter of getting him to commit results to mind. Rather, it 
is to teach him to participate in the process that makes possible the establishment of 
knowledge. (1968). 


In this model of instruction we would try to allow for this by the formal inclusion of the third 


phase which allows the students the opportunity to use the developing referent to pose and investigate 


problems of their own. This is an extremely important that this be allowed, as it is at this point the 


children develop the essential linkages which later serve to tie their data into useful problem solving 


structures. It is during these independent investigations that we can best promote the development of self 


accounting. This self accounting then enables the student to progress beyond adaptive behaviour to the 


conscious application of logic and reasoning (Campione, Brown, and Connell, 1989). Furthermore, it is 


in independent investigation that the child begins to develop a sense of ownership over their problem 


solving strategies. This ownership leads to the establishment of self-rewarding sequences, as previously 


mentioned, and becomes an incentive towards further learning. When a student finds that he is capable 


of posing and solving problems this becomes a reinforcement for further problem solving attempts in the 


future. 


These three phases can occur in a single instructional period. In a workshop held at the 


University of Utah in 1979, Robert Whiz reported that: 


At a single setting children can move from one cognitive level to another -- from 
remembering experiences, to solving problems, to making independent investigations. 


(Wirtz) 


In internalizing the problems from the real world we would apply these three phases as we 


progress through a series of four distinct problem types. These begin with usage of the manipulative 


referent itself and proceed to the abstraction which we hope to develop. These four basic problem types 


will be referred to as manipulatives, sketches, mental pictures, and abstraction. 







Manipulative will be used here in its broadest senseand refer to any physical construct using 


materials familier to the child. This gives us a great deal of latitude in our discussion. More importantly 


it allows us to include materials in our instructional model that would otherwise fall outside of our 


classification scheme. When we discuss manipulatives and their significance it is important to realize 


that in this model the true power of a manipulative lies in the structures which can be built upon it, the 


linkages it enables in the mind of the student, and its power in explaining concepts. Within this 


framework the merit of a manipulative lies in its power for simplifying information, for generating new 


propositions, and for increasing the manipulability of a body of knowledge. It has been observed by 


many sources that those manipulatives that possess great structuring power tend to be economical and to 


have application in many varied settings apart from those for which they were originally constructed. 


It is very important in the selection of manipulatives that these criterion are met. It seems to be 


very easy for many teachers to fall into the trap of using physical objects for their own sake, without 


considering their pedagogical effectiveness. Not only is this ineffective in building concepts for the 


students, but actually causes blockages to occur should similar manipulatives later be used in an 


appropriate manner. 


In creation of manipulatives it is important to remember that many problems relevent to children 


have their origins in the real world about us. The symbolism, which can the reality base of a problem 


from its formal presentation, is adopted as a result of formal attempts to solve those problems. These 


formal efforts often result in an alogorithm which is then used in attempts to generalize those problems. 


This process of generalization is indeed a worthy goal, but often tends to divorce the concept being 


utilized from the symbolism used to record the process. If we are to use manipulatives successfully we 


must look beyond the symbolic representations of process presented by our textbooks into the underlying 


physical world problem. When this is done we may construct our manipulatives to reflect this underlying 


problem. 


The next stage in the presentation consists of problems utilizing sketches of the underlying 


manipulative. For sketches to be effective in our model they must follow the form of the original 


manipulative as closely as possible. The mapping from manipulative to sketch, then sketch to mental 







picture, and later to abstraction must be carried Out as smoothly as possible. By maximizing the the 


amount of commonality between these forms and holding the amount of divergent information to a 


minimum it is possible to ease this transition. If we select an appropriate manipulative, the subsequent 


sketch will draw much of its descriptive power from the underlying manipulative. 


This serves to re-emphasize the care with which manipulative must be selected. One way of 


insuring that mapping from manipulative to sketch will occur naturally is to tie the presence of a 


recording scheme reflecting the real world nature of the manipulative, in sketch form, at the earliest 


levels of manipulative problem solving. 


In continuing this process of internalizing the real world into the mind of the student we attempt 


to develop a mental construct corresponding to that of the sketch. Based upon current research mental 


pictures developed in the course of problem solving efforts share many of the properties of sketches, 


pictures, and diagrams. The power of the mental image can be considerable. In a quote attributed to 


Albert Einstein it is said that he arrived at the theory of relativity by "visualizing., effects, consequences, 


and possibilities" through "more or less clear images which can be 'voluntarily' reproduced and 


combined." (Cooper and Shepard, 1984). 


These characteristic of mental pictures enables the transfer of information contained in the 


developed sketch into mental imagery to take place with comparative ease. It is important that we not let 


this aspect of mental pictures blind, however. We must remember that, despite there many aspects of 


correlation, mental pictures are not pictures or sketches and proper care must be exercised to assure that 


we do not confuse familiarity with a sketch with possession of the underlying mental picture. 


In the classroom setting there is no necessary reason why a mental image would have to share 


any of the properties of the preceding sketches. It is quite possible for the student to develop a working 


mental image of the concept underlying the problem situation having absolutely nothing in common with 


the sketches presented in the course of class work. In my experience this has proven to be a very rare 


occurrence, however. What is more often found is the child's initial mental pictures, as described in use 


of the placement test, are nearly identical with previously derived sketches of the problem Situation. 







This proves to be highly beneficial from an educational standpoint. It is often possible to 


stimulate the creation of mental pictures by selective manipulations of the sketch being worked with. 


One technique which seems very productive consists of covering up sections of the sketch. When 


questioned about the problem situation the child will seem to mentally reconstruct the hidden information 


in the sketch from his/her mental picture. By this process the mental picture is not only utilized in a 


problem solving setting, but strengthened for future use. 


At this time there are many conflicting theories concerning the mechanisms behind the creation 


and utilization of mental imagery (Cooper and Shepard, 1984; Gardner, 1983; Jencks and Peck, 1973). 


Each of the different theories seem to agree, however, in that whatever is going on in the brain when we 


have an image, it produces a representation that has certain useful functional properties in structuring and 


organizing information. These are the properties which we attempt to utilize in our work with the 


students. 


The final step lies in the mental structuring of the real world into an abstract structure. For any 


given problem set once abstracted the student is in full control of the concepts underlying the problem 


situation. The sequence of internalizing the real world problem into understood processes of solution has 


been completed. This structure can then be used in future problems, and as a stepping stone towards 


independent investigations. 


One clue to gauge when the abstraction level is reached is that the child does not need the actual 


physical referent to be present, yet can utilize data that only familiarization with the manipulative could 


give. Mental pictures will come to replace many of the simpler sketches, with the number of sketches 


required per problem being reduced dramatically. What sketches are made reflect more complex 


variations of the problem situation. At this point the child seems to have full access to previous forms of 


problem solving techniques, yet does not require them to solve the problem. 


If we are successful in following the steps outlined in this teaching approach the student will 


possess not just a single answer schema, but an entire structural linkage which can be utilized by the 


student in varied circumstances. The student has developed a sound conceptual building block which can 


be used in later, more complex, endeavors in problem solving. 







AN APPLICATION EXAMPLE 


In an attempt to address concerns such as those outlined in the introduction a longitudinal 


collaborative research arrangement was made between university personnel and a local elementary 


school. In this project a significantly different perspective was taken as regards to the curriculum, the 


instructional focus, and the evaluation methods. 


Curriculum focus. The curriculum used in this project was conceptually based and utilized the 


approach outlined in the earlier section. Rather than using manipulatives to demonstrate procedures or 


rules, problems were posed which required active student involvement with physical materials to model 


mathematical situations, define symbols, and develop solution strategies via actions with the materials. 


As the children used these physical materials to solve problems, they actively constructed the operations 


and principles of arithmetic. The third phase required sketches of the physical materials and situations 


experienced by the students to encourage a move toward abstraction. The sketches then served as the 


basis for additional problems and as tools for thinking. In the fourth phase, the children constructed 


mental images through imagining actions on physical materials. The experiences with mental images 


allowed for students construction of strong arithmetic generalizations and problem solving skills. 


The computer in this project was just another 'tool" available to the students in their ongoing 


efforts to construct meaningful methods of dealing with the problems they encountered. The nature of 


this "tool", which was provided for the students to "think-with", came to shape their performance and 


cognitive styles. When a computer was available for the students use the problem solving situation 


shifted toward the identification and selection of what data to include in the problem, identification of the 


problem goals, and choice of appropriate procedures and control statements to obtain and verify the 


desired results. As a consequence of the instructional sequence outlined above the children constructed a 


series of related mathematical concepts. When these concepts and applications were overlearned the 


students instructed a MacIntosh via Hypertalk to carry out the necessary instructions and operations 


which they had derived (Peck, 1989). 


It must be noted that although the computer played a pivotal role in this project, it is a much 


different role than that usually associated with CAI. For rather than using the computer for it's incredible 







speed, the computer's infinite patience and need for exactness of logic and clarity of expression was 


utilized. Such use of the computer allowed the individual student to use a variety of techniques and 


representations to share developed knowledge and expertise effectively. The computer assumed the role 


of an active listener that would do exactly what it was told, as opposed to a pre-programmed instructor 


requiring a specific type of answer. 


Throughout the project, a major goal of the curriculum was to enable the successive 


internalization and abstraction of the preliminary physical experiences the children shared. Each of the 


outlined phases was viewed as a step along the path toward eventual mathematical abstraction. For 


example, the sketches drew much of their power from earlier experiences with objects. In a similar 


fashion, the mental images reflected the sketches and manipulations performed by the students. The 


interrelated nature of these experiences set the stage for abstractions and the intuitive foundation upon 


which the abstractions could safely rest. These abstractions, rather than being based upon a single 


demonstration of rules, rested upon a tightly woven network of understandings. 


Instructional focus. An explicit instructional objective was to help each child find a way to 


answer the question, "How can you tell for yourself'?" for all portions of the mathematics they were 


learning. The instructors shared the common belief that children must be allowed to figure things Out and 


be responsible to themselves, not a teacher or answer key, for their results. It was felt that if children are 


to engage in thinking about and solving problems for themselves, then they must have a "place" to go in 


order to be able to determine if they are making sense. Physical objects in this instructional model served 


this purpose. These beliefs, coupled with the earlier described curriculum focus, led to the following 


principles: 


1. The instructor did not explain. The instructor served as a problem poser, skeptic and 


question asker focussing upon student explanations. 


2. Manipulations with physical materials defined meanings which were associated with 


arithmetic symbols and operations. Problems were developed requiring an appeal to 


those objects and meanings. 







3. The instructor attempted to enable the children to internalize and abstract their 


experiences by requiring them to work problems in the absence of the physical 


materials. 


4. The instructor used a meaning-centered evaluation scheme (Peck, Jencks, & Connell, 


1989). 


The following illustrates of the use of these principles with the fifth grade class. Fraction 


symbols were defined from physical materials in two steps. First, a meaning for denominator was 


developed by asking the children to take some objects and share them between two people including 


themselves as one of the two. A bar was drawn over the symbol "2' and defined to mean "share (fairly) 


with two". Once this meaning was clear, the instructor began posing problems. For instance, an egg 


carton was used as a model with the following "share" instructions: 


INSERT FIGURE EIGHT ABOUT HERE 


The instructions "share with two and one half', "share with eight", "share with five", and "share 


with thirteen" posed problem situations which required the children to expand their understandings 


through active involvement with the physical materials. The question of how to share with two and one 


half required some extended experimentation and discussion. The students finally agreed that they could 


think of it as sharing with two older children and a small child, where the small child would get exactly 


half as much as a "big-child" share. Figure 9 shows a few examples of how children solved the problem 


of "share with eight". 


INSERT FIGURE NINE ABOUT HERE 


Such activities as illustrated in Figure 9 and "share with five", or "share with thirteen", etc., 


helped the children overlearn meanings in a problem-centered environment as opposed to overlearning 







manipulations of symbols in an abstract setting. The children learned that there are many ways of 


solving a problem and were encouraged to use sketches provided they could justify their thinking and 


approaches. 


The meaning of the fraction symbol was completed by writing a numeral above the bar and 


suggesting it meant to do something with that many shares. For example, 3/4 could mean to "share with 


four" and "color in three of the shares" as is illustrated in Figure 10: 


INSERT FIGURE TEN ABOUT HERE 


This completed the development of meaning for the fraction symbol. Again complicated 


problems were posed as needed to insure as broad a base for fractions as possible, to motivate a constant 


attention to meanings, and to foster a willingness to work with unfamiliar problems. 


Students were frequently asked to visualize appropriate objects when working examples. The 


students in this group universally selected a "cake" model for dealing with fractions because they seemed 


to sense it's general applicability. This visualization helped the children form a "mental image" which 


enabled them to generalize algorithmic procedures. For instance, these fifth grade students developed and 


used the cross multiplication rule as a computational convenience for comparing fractions, as shown in 


Figure 11: 


INSERT FIGURE ELEVEN ABOUT HERE 


The strategies and perceptions the children developed in this effort transferred to "story 


problems' and other "real world" situations. The meanings these children had mastered for fractions 


allowed them to address a variety of problems without discussing in advance a precise method for doing 


them. These students developed the following characteristics during the course of this work: 


1. The children had meanings for the symbols that guided their thinking. 


2. The students were active as opposed to passive in their attempts to learn. 







3. The students developed rules as conveniences, not as binding procedures. 


4. The students had confidence in their own thinking and could decide whether they were 


making sense. 


5. The students were able to readily make interpretations and work toward solving unfamiliar 


problems. 


SUMMARY 


This research has implications for helping educators address some of the burning issues facing 


mathematics education. The conceptual frame of cognitive constructivism appears to provide the means 


for a continuing and deepening awareness that understanding is more than an iterative procedure done 


without meaning. The author is reminded that many of the fractals, commonly described in terms of 


chaos theory, are generated in just this fashion.... an iterative procedure, done thousands of times without 


meaning in and of itself - leading to chaos (Gleick, 1987). Understanding in elementary mathematics 


must involve the active search for, creation of, and use of links between the powerful abstractions and 


generalizations of mathematics and the world of personal experiences from which they derive their 


application and utility. Cognitive constructivism provides a valuable set of perceptual lenses through 


which to look at the problems and potentials of learning in mathematics. 
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Figure 9. Variations on "Sharing among eight' 
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Figure 10. Establishing meaning for fraction symbols. 
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Figure 11. Spontaneous student development of cross multiplication for fraction comparison. 
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This article investigates the implications on formal evalua-
tion theory when existing methods are viewed from an
epistemic perspective. A case is made that from this ap-
proach a meaningful evaluation might be made with only a
shared justification system present. Items of Truth and Be-
lief, although of extreme interest to the parties of most evalu-
ations, are shown to he irrelevant to the advancement of
knowledge that may come about as a result of the evaluation
itself. The role of this system of justification is further ex-
panded to literally define what a knowable item within the
context of an evaluation might he. These ideas are particular-
ly explored within the contexts of emerging systems and do-
mains of inquiry.


From January 13-I 5', 1999 I had the opportunity of attending a series
of meetings on continuing accreditation sponsored by the National Council
for Accreditation of Teacher Education (NCATE). During these meetings,
numerous evaluation problematics were discussed and I found myself sur-
rounded by evaluation issues within the performance assessment arena.
Some of these included how one identifies the nature of that which is to he
evaluated, how it might be done.


In particular, one issue kept coming to my mind regarding the artificial
distinction which is faced in nearly every evaluation between how one
records the evaluation process itself as opposed to merely recording the
products that are to be evaluated. This directly stimulated this discussion.
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As I examined the working definitions for the terms knowledge and un-
derstanding we were provided with in these sessions, I found them nearly
opposite from the same definitions when defined from a traditional epistem-
ic perspective. As presented in the workshops, the best descriptors I could
get were: Knowledge—a threshold awareness of and Understanding—a
more cnrnprehen.cii'e, tlmrorrgh lcvcl. which permits interpretatirnt of the
content in each standard.


These differences go beyond semantics and have far reaching implica-
tions that make them far from a trivial matter. If knowledge is to be equated
with mere awareness it should come as no surprise that many participants at
this NCATE session came to feel that the evaluation, and subsequent report
of the evaluation, can and should be expressed in concrete and easily docu-
mented artifacts. A simple checklist, as it were, could serve as a knowledge
proof.


Tf we adopt a more robust view of knowledge, however, a checklist ap-
proach is clearly inadequate. Let us take the position that knowledge, what-
ever else it may entail, cannot he captured by a simple awareness—but is
rather a network of relationships between justification systems, truth, and
belief. This notion is not unique to this article, and indeed serves as a fairly
traditional component of many epistemological discussions (Whitehead,
(1978) for one such discussion). For the sake of argument, let us propose
the following working definition for knowledge:


K=JTB


where K refers to Knowledge, .T to Justification, T to Truth, and B to Be-
lierc. Let us further imagine that as a starting point that these terms are in
their perfect ideal state and are totally understood in their entirety by all po-
tential knowers. A hit ambitious premise, but at least we are advancing from
mere awareness.


Truth is viewed, for the most part, as consisting of sets of contextually
dependent truths. When we adapt our traditional knowledge equation to re-
flect this scenario we could define some locally dependent truths (as op-
posed to Truth) which best reflects the current state-of-the-art within the
field.


So now we have:


K = J t B


As might be guessed, this is not the only compromise that must be
made in this ideal formulation. Many of our foundational beliefs lie at a lev-
el far beneath our conscious condition. Despite our not being consciously
aware of


All Beliefs which Expressihle beliefs h,
may possihly be by the member under
held evaluation


Tt is clear that this defintion will not hold up for long. In the post-mod-
ern world in which we live most people no longer accept the idea of a uni-
versal Tnuth.


them at any given moment, they still serve to guide our day-to-day actions.
Likewise, we often have a belief, which despite our being quite aware of it,
is not of the form that we can easily express to others.


So, from the total set of beliefs that guide and direct an individual's ac-
tions only some of then can ever be expressed. Since we can never really
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get into someone else's head to see or experience their consciousness gener-
ating and interacting with their actual held beliefs the best we can come up
with is the expressed beliefs which the individual is able to communicate. I
will use hP to refer to this. So we now have:


K=Jtbe


This is-typically seen by examining the accepted or privileged and institu-
tionalized protocols of proof which we see within each system. A simple
comparison of the standards of proof for Mathematical Logic and English
Composition, for example, clearly point out the simple fact that systems of
justification are also often localized'. I will use j i to refer to them as being
institutionally accepted. So we now have:


k.=jitbe


it should be noted that we now have enough mutually accepted infor-
mation to construct and reported an evaluation. This evaluation, however,
will be of the knowledge items agreed upon as local definitions and con-
straints concerning the actual item under


review further filter them. Thus, I will use k 1 to refer to the knowledge


items comprising the substance of the evaluation. So, for our evolving
equation we now have


k,=Jtbe


Our final contextualization of this system comes as we take into ac-
count the domain specific methods of proof required of various disciplines
and communities.


Putting all of this into words, we can develop the following scenario.
From all of that which can be known by any member of the potential set of
all knowers (this is my effort to describe the ideal or perfect set of all who
might come to acquire knowledge through the evaluation to be performed)
a subset, k1, is selected to form as the basis for creation of the evaluation ar-
eas. Although not mentioned thus far, k 11, is also contextualized by the insti-
tutional constraints of the target audience as influenced by the evaluators.


To my mind this points to the need for an extensive period of develop-
ment between all parties to the evaluation to develop mutually meaningful
k1 's. Thus expectancy management is not only important for the nature of
the deliverables—but more importantly, to set up the very epistemic foun-
dation and philosophical arena within which the evaluation will proceed.
Once a shared understanding of what is to be measured is determined, this
item of measurement is the k, -knowledge item-which may then be explored
and measured by examinations of the systems of justification accepted,
truth's shared by the parties to the evaluation, and beliefs expressed.


Let me take a few moments and see how this might play out. As was
alluded to earlier, each k, needs to be able to be justified by the holder
(Knower) of that k, using a system of justification appropriate for the sys-
tem at hand. This j, is comprised of the acceptable methods of defense for
the domain from which the k, was drawn. These j 1 's are often the subject of
significant debate as is evidenced by the current paradigm wars that have
historically dogged educational research (Gage, 1989; Carpenter, 1994;
Donmoyer, 1999). This is particularly true for the case of emerging systems
or of ill-defined realms of inquiry.


For example, within education two paradigms—each with their respec-
tive j,`s—would be classified as qualitative and quantitative research meth-
odologies. Should these be blended in evaluation great care should be taken
to ensure the developing j i 's reflect the k, under consideration. This is an-
other way of saying that we must carefully select a justification system that
is capable of measuring the k 1 under our consideration.







A+ B+


Knowledge Advances Knowledge Advances


k, established via j, k, disproven via j,


C- D-


No Knowledge Advance No Knowledge Advance


I mpossible to reject or impossible to reject or


establish k, via j, establish k, via 3,


Provable k1 within .ji


Unprovable k 1 within j,
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This often creates situations within which selected items of knowledge
are intuitively obvious, yet must he classed as an unknowable k 1 within the


acceptable systems of proof, or j l . A poignant example currently exists in
education where we are struggling with a set of paradigm wars concerning
the j l `s that will be accepted, privileged, and institutionalized. Such strug-
gles are characteristic of an emerging discipline, and are all fine and good,
except we are losing track of the nature of that which this system should en-
able its to measure. It would make far more sense for us to decide what the
true k, of interest are and then selected an appropriate j l for the task at hand


on a per study basis.
A corollary of this from the case of an emerging system is illustrative at


this time. In an emerging discipline, educational technology for example,
there may not he a well-established and institutionalized method of justifi-
cation for k 1 claims. In mathematics, on the other hand, there are well-estab-
lished systems of proof that are acceptable as "counting" within that com-
muni ty , domain, or discipline. This has an incredible impact on the nature
of the knowledge claims that can be made within the domain. These justifi-
cation systems, once they become accepted and privileged within the sys-
tem, literally determine not just what a good defense should look like, they
dictate what a knowable item is and under what circumstances we may
claim knowledge advancement.


While personalized knowledge can always declared in the form of:


k, = ,j, t b^,


unless there exists a large enough number of members within the potential


set of all knowers who share or agree upon the justification systems there
can be little growth beyond the individual level.


When looking at Table I there is a couple of things that need to be re-
membered. First, the interpretation of this figure is quite different then the
old Type I, 11, III, and IV error charts which it closely resembles at first
glance. Knowledge within the system, k 1 , may advance or may not advance.
For the case of cells A and B we see a definitive result that lead to an ad-
vancement in the institutionalized knowledge under consideration. In cells
C and D there is no such result possible, thus no concurrent knowledge ad-
vancement. In each case what makes the difference is the j i which was ac-


ceptable to all and in use during the evaluation itself.


Table 1
Knowledge Advancement as a Function of Justification Systems


Within an Evaluation


Thus, in an emerging system, one of the primary functions of the
founders should be to explore what acceptable justification systems should
be; for example, intuition, logic, causality, or does it "feel right." In doing
this, however, it is helpful to remember the lessons learned from Kurt
Goedel (Cyphert, 1998) and to recognize that each choice of systems—even
if only made on a temporary basis—will have significant impacts on which
true items may be proven and which false items may be disapproved.


Apart from the advancement of knowledge within a field, this has di-
rect implication on the evaluation in progress. If an element under evalua-
tion, be that element an individual, system, or institution, can appropriately
use the accepted j i then that fact itself can be an item for evaluation. When
that is done the following items could be fair game for questions:


• How well does the j, used by the element correspond to the j j accepted


by the system performing the evaluation? -
• How well is the j, used by the element implemented by that element?
• From the potential j 1 


available, was the element able to select one ap-
propriate to the problem under investigation?


• From the potential j, available, was the element able to select one
which was acceptable to the field?
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These questions are intended to serve as examples of the type of questions
that this conceptualization might generate.


The careful reader might make note that this point that the k t itself may


be either true or false and knowledge can still advance within the system.
The state of knowledge advancement is only determined by the selection of


an appropriate j t . The selection of k t, that is the form of knowledge to be


evaluated, is critical to guide subsequent evaluations. However, its own
Truthfulness in the universal scheme is not in itself subject to universal ver-
ification. All that is required is it is accepted as a knowable item within the
field or audience conducting the evaluation, that is, a ki.


In a like fashion, at one level even the localized tnith is not important
to the evaluation. Thus, a k, can he held to he universally true or false for
all of the potential set oral! knoti+'ers not members of the field, the domain,
or members conducting the evaluation. Indeed, the system of justification
can be independent of the truthfulness of the k 1 . We can, and should, speak
to whether or not an item is true at the individual level, or the institutional
level, but this decision or proclamation is independent of the evaluation and
really should have no impact on it.


Similarly, the beliefs held by the institution or individual only impact
the evaluation to the extent to which they are instantiated in the justification
system in use by the individual or institution j. Thus, when conducting an
evaluation using this knowledge-based approach we can express the
"space" within which we're concerned by filling in the necessary assump-
tions and limitations outlined in the following symbolism:


k i = ,j i t be


such an approach becomes increasingly valuable whenever traditional do-
mains change or orientations shift. A case in point can be found in pro-
grams using a trans-disciplinary approach in their teacher preparation (Con-
nell, 1999).


As this article has suggested, a productive evaluation approach might
he achieved by focusing on the systems of justification and validation pro-
vided by the element under evaluation to the institution requesting the eval-
uation. Issues of Truth are not possible to he addressed in a universal sense,
and that which is believed may only he inferred by it's influence upon the ji
and k ; . Even with these limitations, the evaluation may go forward regard-
less of how the results turn out with realistic hope of knowledge advance-
ment as illustrated in Table 1.


-It is-in creating the linkages between the k i for an emerging system and
j1—that is, the institutional systems of justification and/or privileged ways
of knowing—that an emerging field such as educational technology defines
itself. It is through this mechanism that we define the forms of knowledge
that will be known and knowable within the emerging field, and what legiti-
mate items of inquiry within the emerging field might look like.
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Note


I. A lesson from Hansbarger and Stewart (1996) illustrated a blending of
disparate research methods to bridge the disciplines of Mathematics
and English at the High School level.


Publisher's Note


AACE Author Guidelines request the limited use of personal pronouns and
the use of the academic style of past tense. However, in some instances
these guidelines are relaxed when it is imperative to the understanding of
the manuscript that it he told in a story mode as is the case with this article.
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